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Abstract

Nexus project measured the cost-efficiency of distribution with the Fractal Calculator software the Nexus group implemented during the project. This measurement report describes the different measurement cases and the results of the measurement.
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1 Introduction

The Nexus software project implemented software that calculates and visualizes three-dimensional fractals. The calculation of the fractals can be done either distributionally or locally. By defining the fractal parameters it is possible to define how demanding the calculation will be. 

The application collects information about the calculation times as well as bandwidth and latency in the network. This data was used in analysing the efficiency of using distribution in computational tasks. 

This measurement report describes how the measurements of cost-efficiency of the distribution were done. It also considers the results achieved and analyses them. 

In Chapter 2 the computers and the network used in measuring are described. Chapter 3 presents the different units that were used in the measurement. In Chapters 4 and 5 the two different measurement cases that were used are described as well as the results of them. Chapter 6 shows the measurement results as diagrams.

The implementation of the software is described in the Software Report and the general view of the project is described in the Project Report.

2 The computers and the network

The 12 computers used in the measurement were all equally assembled to make sure that there wouldn't be significant differences in relative calculation times with different machine amounts. The computers were equipped with Intel Celeron processors (600MHz) and they all had 128MB of memory. The operation system used was Linux Red Hat 7.2.

The network between the calculating computers and the controlling computer was quite fast. The route from the controlling computer to the calculating computers consisted a couple of switches and routers. Though, the speed of the network comes down to the controlling computer's network connection, which is a 10 Mbit connection to the switch. All the other network components operate at higher speed, so the bottleneck is at the controlling computer's end. Nonetheless, the 10 Mbit connection was quite sufficient for our 12 machine GRID. Especially, because the network is switch based and collisions are rare.

The measurement units

The parameters that were used in the measurements and analysing were speed-up, efficiency, running time as well as the latency and the bandwidth of the network.

The speed-up measures the advance that is gained in calculation speed using N computers compared to using just one computer. It is defined as 

Speed_up =  T1 / Tn     
where T1 is running time on one remote computer and Tn is running time on N computers.

The efficiency measures the efficiency of the distribution in respect to the number of machines. It is defined as 

Efficiency = Speed_up / N. 

Latency is used to measuring the time delay between two machines and bandwidth describes how many bits per second are able to move in the network. Running time is the time needed to calculate one task.

3 The measurement on the efficiency of distribution

The purpose of the measurements cases was to find out how the increase of the number of calculating computers affects to the running time of the fractal calculation. 

3.1 The measurement parameters 

In the measurement three different sized tasks were used. The tasks were small (about 30 seconds in one computer), medium (about 5 minutes in one computer) and large (about 15 minutes in one computer). Each task was separately carried out on the local computer as well as on one, two, four, eight and twelve remote computers. 

The running time, the latencies and the bandwidths were picked up for each task. The quantities speed-up and efficiency were calculated from the running time. In each task, the amount of data that was sent trough the net was about four megabytes.

The parameter values for the fractal calculation are described below.
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These parameter values were used in all the measurement cases. The clear meaning of these values is described in the user manual.

The results from the small task

Table 1 shows the running times of the small task with the different number of local and remote computers.

	Machines
	1 local
	1 remote
	2 remote
	4 remote
	8 remote
	12 remote

	Time in secons
	72 
	37 
	29 
	28 
	25 
	30 


Table 1. The running times for the small task.

Table 2 shows the speed up and the efficiency of the small task in respect to one remote machine in different number of remote computers.

	Machines
	2 remote
	4 remote
	8 remote
	12 remote

	Speed up
	1.28
	1.32
	1.48
	1.23

	Efficiency
	0.64
	0.33
	0.19
	0.10


Table 2. The speed up and efficiency for the small task.

3.2 The results from the medium task

Table 3 shows the running times of the medium task with the different number of local and remote computers.

	Machines
	1 local
	1 remote
	2 remote
	4 remote
	8 remote
	12 remote

	Time in seconds
	545 
	270 
	147 
	85 
	56 
	49 


Table 3. The running times for the medium task.

Table 4 shows the speed up and the efficiency of the medium task in respect to one remote machine in different number of remote computers.

	Machines
	2 remote
	4 remote
	8 remote
	12 remote

	Speed up
	1.84
	3.18
	4.82
	5.51

	Efficiency
	0.92
	0.79
	0.60
	0.46


Table 4. The speed up and efficiency for the medium task.

3.3 The results from the large task

Table 5 shows the running times of the large task with the different number of local and remote computers.

	Machines
	1 local
	1 remote
	2 remote
	4 remote
	8 remote
	12 remote

	Time in seconds
	1763 
	951 
	485 
	250 
	137 
	106 


Table 5. The running times for the large task.

Table 6 shows the speed up and the efficiency of the large task in respect to one remote machine in different number of remote computers.

	Machines
	2 remote
	4 remote
	8 remote
	12 remote

	Speed up
	1.96
	3.80
	6.94
	8.89

	Efficiency
	0.98
	0.95
	0.87
	0.74


Table 6. The speed up and efficiency for the large task.

The measurement on the amount of data sent through the net

The purpose of this measurement case was to discover whether or not the increase of data amount in the network affects to the duration of the fractal calculation.

In this measurement case 1, 2, 4 and 8 multiply jobs were created from the same task. The parameter values from Chapter 4.1 were used in this case. Every job was carried out on a single remote computer separately. Doing this it was possible to gain tasks that were computationally similarly demanding but differed in the amount of data sent through the net. 

Because of a problem related to an insufficient memory the project group wasn’t able to execute this case in small tasks. Since there was no difference between the running times in the medium task the group decided not to run the large task. The results from the large task would propably been the same than in the medium task. This is because the affect of the data amount decreases when the calculation time increases and the calculating computers don’t send their results so often.

Table 7 shows the calculation times of the medium task in the different number of fractals that are each calculated on one machine separately.
	Number of fractals
	1
	2
	3
	4
	8

	Machine 1
	260
	260
	260
	260
	262

	Machine 2
	
	260
	262
	260
	262

	Machine 3
	
	
	260
	270
	260

	Machine 4
	
	
	
	260
	259

	Machine 5
	
	
	
	
	258

	Machine 6
	
	
	
	
	258

	Machine 7
	
	
	
	
	261

	Machine 8
	
	
	
	
	260


Table 7. The calculation times in seconds when different number of fractals are each calculated on one machine separately.

The analysis of the measurement data

Figure 1 shows the calculation times for the cases in Chapter 4 in seconds for the different tasks and the different number of the machines. The graph shows that the calculation times decrease as the number of machines increases. However, it looks like there isn’t any effect in the calculation time in the small case after using more than four machines.
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Figure 1. The calculation times with different amount of computers.

Figure 2 shows the speedup for the cases in Chapter 4 for the different tasks and the different number of machines. The graph shows that the speed up increases up to the certain limit as the number of machines increases. So, the duration of calculating one task becomes shorter as there are more machines participating to the calculation.
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Figure 2. The speed up in the three different measurement cases.

Figure 3 shows the efficiency for the cases in Chapter 4 for the different tasks and the different number of machines. The graph shows that efficiency decreases as the number of machines increases. That means that the distribution gets less efficient as the number of calculating machines grows. 
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Figure 3. The efficiency in the three measurement cases.

The result of the measurement on the amount of data sent through the net was that the calculation didn’t get any slower when the data amount got bigger. Because of the memory problems, this was tested only in the medium task. In the small task the result might have been different. 

4 Conclusions

The Nexus group implemented a distributional fractal calculating software that measured the cost-efficiency of distribution. The main result was that the distribution is more effective the bigger the task is. When the number of machines increases the efficiency of the distribution decreases, but it decreases slower on the bigger tasks than the smaller tasks.
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