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Abstract
The Nexus project implemented a system of a distributed computational Grid for VTT Information Technology using the Globus Toolkit. The project studied when it is useful to distribute computational tasks. This project report describes the backgrounds, the terms, the resources, the tasks, their division and the schedule of the project. It is also presented what the goals for the software were and how well they were reached as well as how the project group experienced the project.
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1 Introduction

Nexus was a student software project carried out in the University of Jyväskylä during the spring 2002. The project implemented a system of a distributed computational Grid for VTT Information Technology. The system made use of Grid technology by using Globus Toolkit available freely from the Globus organization.

The software project implemented an application that calculates and visualizes three-dimensional fractals. The fractals can be calculated either distributionally or locally. The user is able to determine the number of the fractals and the fractal properties. By doing this it is possible to define how demanding the calculation will be. The application also collects information about the calculation times as well as bandwidth and latency in the network. This data was used in analysing the efficiency of using distribution in computational tasks. 

In addition to this document, the Nexus group has written other documents that consider the Nexus project and the software implemented during the project. The project, the software and the sniffer plan describe the planning of the project and the software. The testing plan considers how the testing should be carried out and the test report represents the results of the tests. The measurement report describes and analyzes the measurements that were done to find out when it is useful to distribute tasks. The software report considers how the implementation of the software was done. How the necessary installations related to the software should be done is described in the installation document and the help document presents how to use the software. 

This project report describes how the project was carried out. The terms related to the project are described in Chapter 2. Backgrounds and goals of the project are described in Chapter 3. Chapter 4 presents the goals for the project and how they were reached. The resources and the tools used in the project are discussed in Chapter 5. Chapter 6 presents how the specified tasks were shared with the group members. Chapter 7 describes the measurements that were done. Chapter 8 describes the schedule of the project. Chapter 9 describes the experiences of the group members on the project. 

2 Terms

This chapter describes the terms that are used in this document and in the project.

Fractal
is a rough or fragmented geometric shape that can be subdivided in parts, each of which is (at least approximately) a reduced-size copy of the whole. Basically, a fractal is any pattern that reveals greater complexity as it is enlarged.

Distributed and parallel computing
means that a complex calculation task is divided into smaller parts and executed on different machines at the same time.

DUROC
(The Dynamically-Updated Request Online Co-allocator) co-allocates multiple resources and manages multiple GRAM jobs.

Grid


is a network for distributed computation.

Globus Toolkit
is software for building computational grids and grid-based applications.

GRAM
(The Globus Resource Allocation Manager) contains basic library service for the Globus system. It connects Grid machines and provides a common interface so that one can submit a job to multiple machines on the Grid.

GIS
(The Grid Information Service) provides information about the properties of the machines, computers and networks in the Grid.

JAVA CoG Kit
(Java-Commodity Grid Kit) provides access to Grid services through the Java framework.

MDS
(The Metacomputing Directory Service) provides a framework for managing static and dynamic information about the status of a computational grid and its components.

MPI
(Message Passing Interface) is a standard for writing message passing programs for parallel computers among others.

NWS

(Network Weather Service) is a sniffer component used in measuring the load of the network.

RSL
(The Globus Resource Specification) provides a common language to describe jobs and the resources required to run them.

Sniffer
is a tool for gathering information about the traffic in a network.

3 Backgrounds of the project 

In a Grid system the computational and database environments are usually connected to one unit. The user doesn’t have to concern about where the data lies and on what server the jobs are executed. In parallel computing it is possible to use several CPUs in execution of a program. This normally leads to great improvements in execution time. 

Lately more efforts have been directed to the research of the Grid technology. This is due to the fact that cluster techniques have become more common and network throughput has grown. Grid technology also provides free resources around the globe. Over the last years, the increase in computing power has made it possible to approach computational problems from a completely different angle. 

Using and researching Grid technology has become more common during last years. In Finland, CSC - Scientific Computing Ltd has made the biggest efforts in researching the use of Grid technology. Also VTT Information Technology has been researching Grid and they suggested a student software project for the University of Jyväskylä together with this research. Their objective is to increase the knowledge related to Grid at VTT and at the Department of Mathematical Information Technology.

4 Goals for the project and how they were reached

Next, the goals for the Nexus project are described. The chapter also represents how well the goals were reached. 

4.1 The goals and requirements for the software

The main goal of the project was to produce information about the efficiency of distribution when the Globus Toolkit is used with different amounts of calculation tasks and calculating computers. The most important priority was to implement computational Java software that uses Globus Toolkit in distribution and operates on Windows 2000. 

It had to be possible both to control the calculation and to distribute it in several Linux computers by using Globus and to calculate it just on the local machine. By enabling this, it is possible to estimate the efficiency of the distribution. It was also important to gather information about the traffic in the network during the calculation time. The secondary goals included visualizing the calculation results impressively.
4.2  How the goals for the software were reached

The project managed to implement the kind of software that was planned in the beginning of the project. Though, the software was not implemented quite the way it was originally planned. 

The developed software calculates and visualizes three-dimensional fractals and the calculation is possible to be done both distributionally and on the local machine. The calculating routine is the same in both of the cases so that the distributed and local calculation can be compared. The number of fractals, the parameters that affect to the fractal calculation and also the computers that calculate the fractals can be defined. 

The main change on the system was to leave out the MPI library that was meant to be used in distribution. This was due to the fact that Java Cog could not use the DUROC component that was necessary to the MPI. If the MPI library would be used, the division of the fractal calculation to the calculating computers would have been done on the distribution end of the software. Now, the division is done on the client machine, i.e. the computer where the user interface is.

Another thing that doesn’t meet the original plans was the visualization of the fractals. It was planned that the software should cope with calculation of 1-9 fractals. However, depending on how big the parameter values are it is not possible to calculate and visualize all the fractals. This is due to the lack of system memory and thereby there is not much to be done on this case.

The visualization was originally planned to be implemented using Java 3D. However, it turned out that Java 3D didn’t have the raster graphic routines that would have needed in the visualization. So the project group implemented the visualization routine and only one class from the Java 3D library was used in dot product in vector maths. 

Overall, all the requirements for the software were implemented and nothing was left undone although few things had to be implemented differently than it was planned originally

4.3 How goals for the measurement were reached

The measuring software (sniffer) that gives latencies and bandwidths from the network was also implemented. It is based on the free Network Weather Service component. So the measurement results that can be viewed are the calculation times of the fractals, the time of getting the available computers from the MDS server as well as the latency and bandwidth between two computers. These results can be viewed in the separate sniffer window and can also saved to a specified file. 

Getting information about the cost-efficiency was an essential goal for the Nexus project. It was planned to find out when it is profitable to use distribution and when it is worthwhile to do the calculation on the local machine. These results were achieved during the measuring period and they were of that kind as they were supposed to be. The results are more specifically considered in the separate measurement report.

4.4 The educational goals for the project

The educational goals of this project were to learn the elements of teamwork and communication inside a project organization. They also included how to search for information, how to solve problems and how to write proper documentation. In the beginning of the project all of these tasks felt a little bit difficult by the members of the Nexus group but after a while it became easier.

The communication inside the project organization was mainly good. It would not have done any harm to inform the project organization a little more often, especially when the customer of the project did not work in the same area. The teamwork inside the project group was also good as everybody did they part and participated on the project creditably.

The project group learned about planning the software more systematically and also to use web in searching information. We also got more programming routine, learned to use JBuilder programming environment and java-doc commenting.

5 Resources and toolkits

The human and material resources that were used in the Nexus project are described next.

5.1 Human resources

The members of the Nexus group were the following students at the University of Jyväskylä:

· Pasi Aho (pasiaho@cc.jyu.fi),
· Henrik Härkönen (radix@cc.jyu.fi),
· Miikka Lahti (miilahti@cc.jyu.fi) and
· Minna Rajala (minnara@cc.jyu.fi).
The representative for the VTT Information Technology was Mika Pennanen. The supervisor on charge of the project was Jukka-Pekka Santanen from the Department of Mathematical Information Technology. Mikko Vapa from the Department of Mathematical Information Technology and Tomi Suviola from the Department of Mathematics and Statistics acted as technical advisors. 

5.2 Material resources

The Department of Mathematical Information Technology provided for the project a lockable workroom Ag C225.3, a Windows 2000 work station, three Linux Red Hat workstations, office supplies and JBuilder software. In the testing period the project was also allowed to use the twelve computers in Agora’s computer class B112.2. 

The following software and components that were also used in the application were downloaded from the Web from the following addresses: 

· Globus Toolkit: http://www.globus.org/toolkit/download
· Java Cog: http://www.globus.org/cog/java/software.html
· Java3D: http://java.sun.com/products/javamedia/3D/download.html
· JFreeChart: http://www.object-refinery.com/jfreechart/
· NWS: http://nws.cs.ucsb.edu/download/
6 Tasks and their division

In the beginning of the project, Pasi was chosen to be the project manager of the Nexus project. All the members of the project participated on documentation as well as preparing the presentations, testing the program and measuring the cost-efficiency of the distribution.

Miikka was interested in the visualization and fractals. So he implemented the software for the calculation of fractals using C++ and the 3D visualization program using Java. He also coded the calculation routine with MPI before the group found out that it could not be used.

 Henrik was familiar with Linux before the project and he handled all the installations that were done on Linux. Minna and Pasi were on charge of the user interface of the software and implementing the distribution using Java Cog, later on Miikka also joined to this task. Henrik and Pasi handled the Globus Toolkit and the NWS component. There were no major changes in the division of the tasks during the project.

7 The measurement

The main goal in Nexus project was to produce information about the efficiency of distribution using Globus Toolkit. The measurement was done using 12 remote machines with equal resources. The project measured the running time of the specified calculation task as well as latency and bandwidth of the network during the execution.

First, the project measured the efficiency of the distribution using small (40 seconds on one computer), medium (5 minutes on one computer) and large (15 minutes on one computer) task. Each task was executed separately on one local machine and on 1, 2, 4, 8 and 12 remote machines. The local machine case was clearly the slowest in every task. This is probably because of heavy rendering and drawing routines local machine has to carry out. In the small task, using more than two machines gave no advantage in the execution time. In the medium and large tasks the advantage of the distribution was gained up to 12 machines. Nevertheless, the efficiency of the distribution decreased as the number of machines increased.  

The second case was to measure the influence of the data amount sent through the net. This was carried out by creating 1, 2, 4 and 8 multiple jobs from the same task. Each job was executed in one remote machine separately. Therefore, the tasks were computationally same demanding but differed on the amount of data sent through the net. Due to a memory problem it wasn’t possible to execute this case in small task. In medium task, there wasn’t difference between execution times in different tasks. The large task was leaved out since we thought it wouldn’t give any more information.

The more specific information and results of the measurement are described in Measurement Report.

8 The realized schedule

This chapter includes the schedule of the project and how it became true. 

8.1 The schedule of the different tasks

Below there are the planned dead lines for the different tasks of the project on the left and the realized applying dates on the right.

Planned
Realized task

18.3.

18.3.
Project plan 

22.3.

11.4.
Software plan including the requirement specification

8.4.

16.4.
The sniffer plan

22.4.

16.5.
The measuring plan

29.4.

15.5.
Distributed application

13.5.

17.5.
The measuring results 
15.5. 

6.9.
Project report, application report and manual

It seems that the planned schedule was too optimistic. This is mainly because of difficulties in writing documents in English and problems in using Globus. The reason for the delay of the final documents was the lack of time and motivation. There were only two members of the group present in Jyväskylä in the summer vacation and they were working the whole summer and so there wasn’t enough time for the project. 

8.2 Planning the software

For planning the application and writing the planning documents there were time allocated till the end of February. However, there occurred problems while installing the Globus Toolkit during this time and because of that the deadline of the documents was moved to the mid March. The project plan was ready at this point but the software plan was not approved until in April. This was due to little formatting needs and additions that had to be made to the software plan. Also because the implementation had already begun at this point there wasn’t reserved enough time to finish the plan.

The project also had to write a plan considering the implementation of the sniffer and a testing plan. These were written approximately on time just before the realization of them was done. It was planned that a measuring plan would also have to be written. Yet, the principles of the measurement were not written as a proper document but they were sent to the group organization through email. At the time of the original dead line of the measuring plan, 22.4., it would have been very difficult to write the final version of it. This is because the software wasn’t ready and it wasn’t known what kind of calculation could be done with it. 

8.3 The implementation of the software

The implementation took a little more time than was planned. The main reason for this was that many of the components that were used in the software didn’t work like was thought or the way they were supposed to. Poor documentation of the components also slowed down the implementation. Taking into consideration all these problems, it was a little bit surprising that the software was finished and operative in the middle of May.

8.4 The measurement

On the 20th week the Nexus group booked one of Agora´s computer classes from Thursday to Monday for the measurement. On Thursday, the Globus Toolkit and the NWS component were installed to the computers. On Friday evening the measurement was done and it took couple of hours. 

8.5 The final documentation

In the planned schedule the final documentation was meant to begin in the beginning on May. Because of the delay of the finalizing software the documentation began in the mid May. The final documentation included the installation guide, the help and the reports considering the measurement results, testing results as well as implementation of the software and the project. The finalizing of the documents took the whole summer because of the summer vacation and summer jobs.

9 The experiences about the project

In the following chapter the experiences about the project are described. Also members of the Nexus group describe their own experiences. 

9.1 Getting familiar with the project

At some point when there occurred new problems the completion of the project seemed almost impossible. Luckily, there always was found another way of implementing things and the software was completed even without having to leave out any of the requirements.

The team spirit inside the project group was very good all the time during the project and the teamwork worked very well. The co-operation with the supervisors and the representative of the customer was also good. Overall, the experiences about the project were very good and the group was satisfied with the subject of the project.

All the members of the project were in the beginning of the project unfamiliar with the subject of the project, Grid technology and Globus Toolkit. So, in the beginning of the project, the group had no impression of what the Grid is, how the software would be implemented and how it would work. When the group began to search for information about the subject it slowly started to work. 

Writing and also reading English documentation felt quite difficult at first but it became easier after a while. The beginning of the project practically was not nothing else than surfing in the internet searching for information about the subject and writing documents considering the things that were found. 

Because Grid technology and Globus Toolkit are such new things, finding good, comprehensive and clear information was quite difficult at time to time. There also was not that kind of persons to ask for help who would have known enough to explain the matter. This was a little bit frustrating especially when there were big basic problems during the implementation.

Pasi Aho

The subject of the project felt difficult at first. I was a little bit worried about how we would be able to to do this all but it wasn't that bad how it looks like at first. We encountered a lot of problems but we believed ourselves and together we solved those all. The spirit inside the group was fantastic all the time and therefore I enjoy working for this project even though it was quite tough to study other courses and work at the same time. 

Our group was almost perfect for this kind of work. Every one of us had special knowledge in different fields of information technology. Henrik was familiar with the Linux operation system and Miikka was experienced in graphics. I was focused to data communication and Minna had a great vision for planning the user interface and good knowledge in many other things. 

I have learnt a lot about programming and managing the software project during this spring. I also believe that my self-confidence is now much better when I have to handle with large and difficult programming problems in the future.

9.2 Henrik Härkönen

The subject of the project first seemed quite different when comparing to what kind of projects I've done earlier. The first impression about the subject was good. I was excited about it. Though, later when we got more familiar with the tools to be used, the excitement faded a bit. But after the system was set up and the application was working, the feeling was quite satisfying, to say at least.

I've learned a lot about project internals, especially about the functions of the project organization. I also believe that my group working skills are improved by this experience. It was also very fun to work with our project group.

9.3 Miikka Lahti

The subject of the project was quite interesting at first, but the motivation decreased a bit upon the time. During the project I learned group-working skills, got more routine in programming and got a little bit of knowledge about grids and distributed computing. 

The negative thing was that the project took so much time from the other studies. There was a point too, when the subject of the project felt somehow meaningless. There were hardly any conflicts between the group members, which was a very positive thing.

9.4 Minna Rajala

When the project began, I had no knowledge about Grid, distribution, parallel computing or sniffers before. So the subject of the project was totally new for me and I have to admit that it felt a little bit difficult at first. Also writing all the documents in English scared me a bit.

 However, bit by bit the Globus Toolkit and distribution became clearer and especially when we started the implementation of the software I was able to piece together the functioning of a Globus system. After this, it was actually very nice to do the project even though we had quite a lot of problems. Despite of these, the spirit inside the group was very good all the time and I enjoyed working in this group.

I think that this project probably has been the most educational and nicest course I have taken during my studies this far. I have learned a lot for example about how the work is done in a project, working in a group and writing proper English documentation. I also learned new ways of searching solutions to problems and got more skills in programming with Java. Overall, I am very satisfied with the subject of the project and how the project went along.

9.5 The things that we should done differently

We would not make any big changes to our working style if the project began all over again. That is because we didn’t make such mistakes that would have encumbered the progress of the project. One thing that could have been done differently is that we could have changed the method of implementation a little faster than we did. Now, it took us quite a long time trying to find out what was wrong with the solutions that we were planned to use. Also, finishing the final documentation could have been little faster.

10 Conclusions

Nexus group implemented a distributional parallel computing environment using Globus Toolkit for VTT Information Technology. The software visualized three-dimensional fractals and distributed the calculation of them. A sniffer for measuring the cost-efficiency of the distribution was also implemented and the measurements to get these results were carried out. 

During the implementation of the software there occurred quite a many problems but despite of them the software and the measurements fulfilled the requirements. 

After all, the project succeeded well. The group worked quite well together and there weren’t any conflicts between the group members. Some problems occurred because the Globus Toolkit didn’t work all the time the way it should have. The group learned about teamwork, documentation as well as planning and implementing the software.
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